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ABSTRACT

Though India is a global leader in milk production, on the flip side, about 80% cattle belonging to indigenous
and non-descript breeds are low yielders whose productivity needs to be improved by adopting appropriate breeding
techniques and Artificial Insemination (AI) comes to this rescue. AI plays a vital role in improving the productivity
of bovines by upgrading their genetic potential thereby enhancing the milk production and productivity in the
country. Though milk production is influenced by a number of factors, the authors analyzed one of the revolutionary
innovations in Indian dairy sector, the artificial insemination (AI) in bovines which was introduced in India in
1951–56. Hence a statistical approach to inspect the influence of artificial insemination as a factor behind the
growth in milk production in India was undertaken. In this study, Linear Regression (LR) and Support Vector
Regression (SVR) were utilized. LR was used to establish the linear relationship between variables and determine
the role of AI in that relation. SVR is an eminent machine learning technique which works on the structural risk
minimization principle to minimize the generalization error which leads to better prediction accuracy, whereas LR
provides the value by which one can estimate that to what extent AI can show its’ impact on milk yield. Empirical
results noticeably reveal the positive impact of AI on milk yield using LR and better prediction accuracy of SVR as
compared to LR for both in training and testing dataset.
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India has a livestock population of 535.78 million as
per the 20th Livestock Census Report of 2019. It is a 4.6%
increase over the population calculated in the 19th Livestock
Census of 2012 (PIB, 2019a). The quinquennial review of
the country’s animal husbandry and dairying scenario is a
truckload of statistics which speak volumes of the actual
growth of the booming dairy sector in India. The total
bovine population (Cattle, Buffalo, Mithun and Yak)
registered an increase of 1% over the previous census. The
total milch animals (in-milk and dry) in cows and buffaloes
are 125.34 million which is an increase of 6.0% over the
previous census (PIB 2019). As the bulk of milk produced
in India is from the bovine population, hence the spurt in
population when compared to the increase in estimated milk
production statistics is quite less. The estimated milk
production of India in 2013–14 was 137.7 million tonnes
whereas it is 188.1 million tonnes in 2018–19 which is an
increase of 36.6% (PIB 2019b). In 2017–18 it was 176.3
million tonnes which meant a per capita availability of 375
grams per day (NDDB 2019). So an intrusion into more
statistical data and field surveys brought into the limelight
that the number of AIs performed across India over the years

has also shot up. Government of India had introduced AI
officially into farms in the first five-year plan (1951–56)
through 150 key village centers to improve the genetic
quality of cattle and buffaloes in this country (Buffalopedia
2019). As per available data from only Government
Veterinary Hospitals or AI centers, it has been seen that
2013–14 registered 58,839,000 AIs performed while in
2017–18 it was 70,062,000 which is an increase of 24.19%
(NDDB 2019). Not only in India but Sapkota et al. (2016)
had reported that AI had led to increase in milk yield in
livestock of Nepal. It was quite a matter of inquisition as to
whether AI had a role in influencing the milk production in
India and if yes then as to what extent. Another important
thing was to predict the future production of milk based on
the annual number of artificial inseminations performed,
so that, government can take more steps to increase the
number of artificial insemination to maintain the increasing
trend of the milk production even if the number of bovine
reduces in near future as seen in US where in 1942 the
cattle population was more (25 million) but the milk
production was less (118 billion pounds) as compared to
2007 when the cattle population decreased (9.1 million)
but the milk production (185 billion pounds) registered high
growth due to AI (Memon 2018).

In our study, LR and SVR have been used to fit the model
and predict the milk production on the basis of artificial
insemination. SVM is one of the most important supervised
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machine learning technique which is a part of artificial
intelligence. Machine learning is a technique which allows
the machine/computer to learn by itself. Cortex and Vapnik
(1995) developed SVM technique for problems of
classification which was based on Vapnik-Chervanenkis
theory. Vapnik et al. (1997) successfully extended SVM to
regression problems, and it is called as SVR. A good review
on SVR has been discussed in many research papers (Gunn,
1998, Dibike et al. 2001, Kecman 2001, Basak, et al. 2007,
Cherkassky and Ma, 2004; Yu et al. 2006, Raghavendra
and Deka, 2014). SVR has been used in water demand
prediction (Msiza et al. 2008), on-line health monitoring
(Zhang et al. 2008), river stage prediction (Wu et al. 2008),
response modeling (Kim et al. 2008), long-term monthly
flow discharge (Lin et al. 2006) and tourism demand
forecasting (Chen and Wang 2007).

The significant thing in SVR is the selection of kernel
function which plays an important role on the performance
of the SVR model. So, proper care should be taken during
the selection of kernel function. The power of prediction
mostly depends on the proper selection of this function.
There are various types of kernel function, viz., Linear
SVM, Polynomial SVM, Radial Basis function (RBF) and
Multi-Layer Perceptron (MLP).

Hsieh et al. (2011) applied Least square support vector
machine (LS-SVM) to calibrate the prediction model for
adulteration ratio. It was found out that the adulteration
ratio above 10% clearly differs from 0% samples. Alonso
et al. (2013) revealed that it can be possible to predict
carcass weights 150 days before the slaughter day using
SVR. Mammadova and Keskin (2013) used SVM technique
to detect mastitis detection. SVM showed its classification
ability to ascertain the presence of subclinical and clinical
mastitis in dairy cows (Holstein cows). Shine et al. (2019)
applied SVM in predicting and analysing the consumption
of annual dairy farm electricity to improve the sustainability
of the projected expansion of milk production in Ireland.

So the authors have applied the SVR model to a
longitudinal data base of milk production and AI in India
and compared the prediction accuracy with LR model. The
in sample forecast was done and matched with the available
data on record. Also a case of out sample forecast was
performed to forecast milk production for two years when
only data on AI is available. On the other hand,LR has
provided the value by which one can estimate that to what
extent AI can show its’ impact on milk yield.

MATERIALS AND METHODS

Data description: Time series data on Milk Production
(’000 tonnes) and Artificial Inseminations Performed (’000
Nos.) of India from 2001 to 2017 were taken from the
website of National Dairy Development Board. The data
from 2001 to 2015 have been utilized for model building
purpose and the data of Artificial Inseminations Performed
(’000 Nos.)in 2016 and 2017 are used to predict the milk
production for the validation purpose.

Linear regression: Linear regression method estimates

the relationship between the response variable and
explanatory variable. After establishing the relationship, one
can predict the response based on the value of explanatory
variable. Linear regression method is known as simple linear
regression if there is a single explanatory variable, otherwise
it is multiple regression in case of two or more number of
explanatory variables.

In notation Simple linear regression model is:

Y = β0 + β1X + ε ... (1)

where, X, Explanatory variable; Y, Response variable. β0
and β1 are the parameters to be estimated and ε is the error
term.

Ordinary least square method (OLS) is the most
commonly used regression method to estimate the
parameters which is based on the minimization of square
of residuals of the above model. The solution will be

... (2)

After determination of explicit form of regression
equation by OLS method, the aim is to forecast the response
variable for a given value of explanatory variable.

Support vector regression (SVR): Cortex and Vapnik
(1995) developed SVM technique for problems of
classification which was based on Vapnik-Chervanenkis
theory. SVM is not only popular for the classification but
also for its modelling and prediction performance. A
tremendous advantage of SVM is that it is not model
dependent as well as independent of linearity. The training
of the data driven prediction process SVM is done by a
function which is estimated utilizing the observed data.

The prediction function for linear regression is defined
as:

f(y) = (w.y) + c ... (3)

whereas, for non linear regression, it will be:

f(y) = (w.∅(y)) + c ... (4)

where, w dentoes the weights, c, represents threshold value,
∅(y) is known as kernel function.

If the observed data is linear, then equation (3) will be
used. But, for non-linear data, the mapping of y(t) is done
to the higher dimension ‘feature’ space through some
function which is denoted as and eventually it is transformed
into the linear process. Afer that, a linear regression will
carry out in that feature space.

The significance of kernel function in non-linear support
vector machine (NLSVR) is very much important for
mapping the data into higher dimension feature space in
which the data becomes linear. Generally notation for kernel
function is given as;

Kernel function are used for the transformation of the
given data into the required form. Kernel function is actually
a mathematical function. RBF is mostly used kernel
function.
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Radial Basis function

or k(x, y) = exp (–α||x–y||2) ... (5)

where, shape of hyperplane is controlled by.
A detailed description of SVR has been discussed by

Vapnik et al. (1997).

RESULTS AND DISCUSSION

Linear regression: Linear regression method has been
used to establish the relationship between the response and
explanatory variable. In our study, response variable and
explanatory variable are the Milk Production (’000 tonnes)
and explanatory variable is Artificial Inseminations
Performed (’000 Nos.) respectively. Parameter estimation
through OLS method is depicted in Table 1.

Table 1. Parameter estimation using OLS for LR

Coefficients Estimate Standard t-value P-Value
Error

Intercept (β0) 54,025.923 2,314.554 23.34 <0.0001
X (β1) 1.431 0.052 27.53 <0.0001

Parameter estimation of SVR: Parameter selection is the
most important part to obtain the better model. So, best
parameters have to be selected to improve the performance
of the model.

Grid search method has been used which is the standard
way to search the parameters in order to get best model by
training various models with different combination of cost
and epsilon and next step is to select the best one after
comparing their performance in terms of root mean square
error (RMSE) which is the indicator to measure the
performance.

The analysis has been done using “e1701” package
(David, 2017) in R software. This process of finding and
choosing these parameters by grid search method is known
as hyper parameter optimization. R software has been used
to analyze the support vector regression. The package
‘e1071’ (David 2017) has been utilized for this study. The
performances of 1100 trained models are presented in Fig. 1
which also depicts the value of RMSE in the right side.

The Mean square error (MSE), Mean absolute error
(MAE) and Mean absolute percentage error (MAPE) values
of LR and SVR are given in Table 4.

The intercept and slope parameters of LR model are
significant at 1% level of significance (Table 1). Further, the
model is also significant at 1% level of significance as the
P-value of model is <0.0001. The value of is 0.98 which tells
that 98% of variability of milk production is explained by
the Artificial Inseminations Performed. The value of β1 is
1.431 which reveals that one unit increment in AI tends to
1.431 unit increment in annual mil production. Fig. 2 depicts
the performance of 1,100 trained SVR models where the aim
was to find out the best model based on minimum RMSE.
Various kernels have been tried but RBF kernel had provided
the best result. The best values of Epsilon, cost and gamma

Table 2. Parameter estimation of SVR

Sampling method 10-fold cross validation

Epsilon (best parameter) 0.1
Cost (best parameter) 9.0
Gamma (best parameter) 1.0
Number of support vectors 5.0
SVM-type eps-regression
SVM-kernel Radial
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Fig. 1. Plot to find out the best parameters of the SVR model

Table 2 shows the estimated best parameters of SVR
after sufficient tuning of SVR model and these best
parameters have been utilized to build the SVR model. It
has been seen that the best SVM-kernel function is Radial
basis function for SVR.

In Fig. 2, Blue line represents the original data whereas
red and black line denote the fitted line of Linear Regression
and support vector regression respectively. After the
perpendicular line, the three lines show the forecasted (out
of sample) value for the year 2016 and 2017 for the purpose
of validation of the models. It has been seen that MAPE of
LR and SVR model are 8.29 and 5.18 respectively. So, the
result shows the better generalization ability of SVR over
the LR model.

Fig. 2. Graphical representation of the performance of the
models.
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simultaneous minimization of both empirical risk and the
confidence interval, hence minimum error has been
achieved. However, as a machine learning technique, SVR
cannot able to expose that up to what extent AI influences
milk production which was answered by LR. Finally, it can
be concluded that AI has a positive impact on increasing
milk yield in India and prediction can be done using SVR.
So, this study is not only to show the better forecasting
performance of SVR over the LR but also to estimate the
role of AI in influencing the milk production in India which
can’t be found out by SVR. In future, this study can also be
extended by using other machine learning techniques.
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The aim of this study was to establish a relationship
between AI and milk production and to know how AI data
can help in forecasting of milk production of the country
and thus help the nation to achieve its target of not only
food and nutritional security but also livelihood security.

LR and SVR have been utilized in this study. The results
have revealed that SVR model can perform better than LR
model in terms of forecasting accuracy. It can be seen that
the prediction for 2016 and 2017 using SVR is closer to
the actual milk production compared to the LR based on
the value of artificial insemination. As SVR deals with the
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