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Principal component analysis in pig breeds identification
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ABSTRACT

Maintaining the purity of pig breeds is an essential task for their economic value. The traditional breed 
identification methods through coat colour are prone to error due to huge intra-breed variation. This paper uses 
principal component Analysis (PCA) to classify the pig breeds using their images. Individual images of five different 
pure breeds were captured from organized farms in India under both controlled and uncontrolled environments. Three 
different image sets were created, containing images in the controlled, uncontrolled, and mixed environment image 
sets. With 80:20 training to testing datasets, 93% accuracy was found in the proposed method of principal component 
analysis. Finally, two performance-based comparative analyses of our method were done with PCA-based methods 
and other renowned techniques used for animal breed identification, wherein our PCA method outperformed others 
in both comparative scenarios.

Keywords: Breed identification, Confusion matrix, Euclidean distance, Image space, Principal components

Animal Husbandry and livestock sector leads a major  
role in the socio-economic growth of the Country 
(Neethirajan and Kemp 2021). According to the World 
Development report 2008, 70% of the rural economic growth 
depends on the livestock sector (Pica et al. 2008). Animal 
breed detection is one the major tools for boosting the 
fastest growing livestock sector. Genotype based marking 
procedures like whole-genome sequencing, microsatellite 
markers etc. have been used for recognition of animal breed. 
The phenotypic features such as muzzle print, body shape, 
coat colours and pattern have been used as the recognition 
trait(s) of individual animals and also the individual breed 
(Lahiri et al. 2011, Andrew et al. 2016, Kumar et al. 2018). 
Based on the phenotypic features, some research works 
were done for identification of animal breed like dog using 
Convolution neural network, Artificial neural network, 
Deep learning (Hsu 2015, Ráduly et al. 2018, Borwarnginn 
et al. 2019, Mandal et al. 2020, Fuad et al. 2021). Principal 
Component Analysis has been widely used for face 
detection, animal recognition, image compression etc. In 
this paper, pig breeds were recognized from their images 
using Principal Component Analysis. The individual pig 
from five pig breeds were captured from organized farms 
located at different places in India. Total 1000 images 
were captured to build the pig breed dataset where 500 
images were captured in a controlled environment and the 

rest of the images are from uncontrolled environment. In 
both cases, the side profile of each pig was captured. The 
captured images were divided 80:20 ratio as training and 
test sets. The principal component analysis was applied 
on training sets and the training templates (Central mean, 
image space and project train image set) were developed. 
In test phase, the test template (projected test image) was 
developed for each pig image using central mean and 
training image space from training phase. The Euclidean 
distances were calculated among projected test image and 
each column of projected training image set. The minimum 
value (Minimum Euclidean distance) was calculated and 
corresponding column was selected in project training 
image set. The breed of test image was predicted as same 
breed at selected column in projected training set. Finally 
average precision, recall F1-score and accuracy were 
computed and a comparison was made with accuracies 
with other breeds from other established method.

MATERIALS AND METHODS

In this paper, the principal component analysis was 
applied on captured pig images and breeds of images 
were predicted. The details of methodology is divided into 
some steps as shown in Fig. 1. The steps were operated 
sequentially where first block was pig image capturing and 
final step was pig breed prediction.

Pig image capturing and image grouping: The 
individual pig was captured in controlled and uncontrolled 
environments using both mobile phones and DSLR camera. 
Among the registered and exotic pure breed pigs available 
in India, five breeds named Duroc, Ghungroo, Yorkshire, 
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Mali, Hampshire were considered for this research. To 
ensure the breed’s purity, the images were captured from 
the organized farm maintained by research institutes of 
India, namely ICAR National Research Centre on Pig, 
Rani, Assam; ICAR Research Complex for NEH Region, 
Umiam, Meghalaya and ICAR Research Complex for NEH 
Region, Tripura Centre, Tripura.

In uncontrolled image capturing, the individual pig was 
photographed when they were moving freely in the farm. 
The images were captured from almost same distances and 
camera was focused at centre of pig. The side profile was 
captured from each individual pig (Supplementary Fig. 1). 
In controlled environment, a green curtain was placed at 
the back of the pig in such a way that the captured images 
have uniform background and other conditions kept same as 
uncontrolled mage capturing steps (Supplementary Fig. 2).

The captured images were categorized into three 
groups; controlled, uncontrolled and mixed sets. Pictures 
(100) were captured from each breed in controlled as 
well as uncontrolled environments i.e. total 1000 images 
were captured out of which 500 images were captured in 
a controlled environment and 500 images in uncontrolled 
environment and they were grouped accordingly. The 
mixed image group was constructed from these two sets 
(Table 1).

Preprocessing: The captured images were different in 

size and 3D in nature. In preprocessing stage, images were 
converted into 2D grey scale images and resized into 300 * 
300 pixels to have uniformity among the images.

Datastore and labelling: In this paper, images from 
five different pig breeds were used for breed identification 
(Supplementary Fig 3). Eighty images from each breed 
were stored in the training set and the images from each 
breed were placed in separate folder and each folder was 
assigned their breed names (Supplementary Fig. 4.).

Principal Component Analysis and model creation: 
Principal Component analysis is a classical classification 
method that project the dataset into subspace, localize and 
evaluate the principal features from the image Data set. The 
higher dimension correlated vector is converted into lower 
dimension uncorrelated data. The main advantage of the 
PCA is that it reduces the dimension of the data, increases 
the processing efficiency and is less prone to noise.

Main component of the PCA is Eigen vector and 
Eigen value of the covariance matrix (Shan 2002, Bajwa 
and Hyder 2005, Rodarmel and Ren et al. 2021). Eigen 
vector is a set of spatial characteristics that can be used for 
recognition of the object. It determines the direction of the 
new feature space and Eigen value imply the magnitude 
of the new feature space. In the training phase, an image 
space was developed, which was used for identification of 
the breed in the testing phase Fig. 2.

Fig. 1. Steps in pig breed prediction.
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Table 1. No of images in image groups 

 Group name Training set Test set
No of images from 
controlled group

No of images from 
uncontrolled group

No of images from 
controlled group

No of images from 
uncontrolled group

Controlled 400 0 100 0
Uncontrolled 0 400 0 100
Mixed 200 200 50 50
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Pre-processed images were used in training phase.  
The measured eigen values and the corresponding eigen 
vectors were calculated from training images. Some eigen 
vectors were removed which is less than 1 for reducing the 
dimension and an image space was created. The images 
were then projected onto this image space, and stored in 
the Training Set database. The steps involved in training 
phase have been summarized in Algorithmic format in 
Supplementary Fig. 5.

Breed prediction: In the testing phase, each of the new 
pig image from test set has been analyzed and the principal 
feature was computed using the central mean and image 
subspace from training phase (Fig. 3).

Test Image principal feature was compared with 
the Train Image principal feature using the Euclidean 
distance. Breed label key corresponding to the minimum 
Euclidean distance was found and corresponding breed of 
test image was predicted. The details steps taken for the 
breed identification are given in Algorithmic format in 
Supplementary Fig. 6.

RESULTS AND DISCUSSION

Breed prediction in controlled, uncontrolled and mixed 
groups: In this paper, algorithms were implemented using 
Matlab 2016b. The training algorithm was applied on 
three different image sets (Table 1), such as controlled, 
uncontrolled and mixed image groups. The prediction 
model for each group was developed. The developed 
model for each image group was applied on its test 
image set and the confusion matrices from each set are 
given in Supplementary Fig. 7, Supplementary Fig. 8 and 
Supplementary Fig. 9.

The performance matrix is given in Table 2 and the 
average precision, recall, F1-score and accuracies were 
computed as 93.86%, 93.29%, 93.57% and 93.00% 
respectively (Supplementary Fig. 10).

Some algorithms were applied in identification of 
different animal breeds and prediction accuracies are 
given in Table 3. Other PCA based prediction models were 
compared with result produced in this paper is shown in 
Table 4. The pictorial representation of comparisons is 

Fig. 2. Training Phase.
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given in Supplementary Fig. 11 and Supplementary Fig. 12. 
It is observed from Table 4, the prediction accuracies of the 
order controlled (98%)> mixed (92%) > and uncontrolled 
(89%). This is due to the non-uniform background of the 
captured images in uncontrolled images.

The average accuracy of predicted model is 93% i.e. 
the model accurately predicted breeds of 93 individual out 
of 100 test sample. The false positive and false negative 
does not influence greatly. The precision is 93.86% i.e.  
model correctly predicted breed of almost 94 out of 100 
pig images, the value is pretty good. The recall is 93.29% 
i.e. the model predicts almost 94 pig images correctly from 
100 test images. the value is good as it is >0.5. F1-score 
is weighted average of precision and recall (Huilgol, n.d.). 
The F1-score value of 93.57% and establishes that our 
model is good. Finally, in this paper, the model was given 
high accuracy values with high precision and recall values.

Comparison of different breed prediction algorithms: 
Three different breed prediction algorithms were compared 
with our algorithm. Among the three algorithms, the 
prediction accuracies are of the order: Convolutional 
Neural Network (CNN) (87.42%) > Local Binary Pattern 
Descriptor (LBP) (70.35%) > linear Discriminant Analysis 
(LDA) (67.33%) and our PCA based approach showed 
better result than the rest (Table 3).

and 93.00%. The average accuracy was compared with 
other applied algorithms in prediction of different animals. 
The average accuracy was also compared with other results 
predicted by PCA. It is observed that the PCA based pig 
breeds prediction had given better result not only with 
prediction results in different applications but also given 
better result in breed prediction using algorithms. As PCA 
based prediction model has outperformed the rest of the 
applied methods, the PCA based model can be used for 
prediction of pig breeds from their images. 
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