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ABSTRACT

	 This study investigates the application of time series models for forecasting 
milk production in India. Using secondary data from 2001–02 to 2022–23, we evaluated 
four forecasting techniques, Exponential Smoothing (ES), Moving Average (MA), Vector 
Auto Regression (VAR), and Auto Regressive Integrated Moving Average (ARIMA). 
The ARIMA (1,1,0) model emerged as the best fit for short-term forecasting, while MA 
demonstrated better performance for long-term projections. The VAR model achieved an 
adjusted R² of 1.00, indicating a near-perfect fit, although its predictive capacity needs 
careful interpretation. Forecasting using ARIMA projected India’s milk production to 
reach approximately 394 million tonnes by 2032–33, with a Compound Annual Growth 
Rate (CAGR) of 5.29%. These findings hold significant relevance for policymakers 
aiming to devise data-driven strategies to support sustainable dairy sector growth.
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Introduction

	 Milk production plays a crucial 
role in the Indian economy, particularly in 
enhancing rural livelihoods and ensuring 
nutritional security. As the world’s largest 
milk producer, India contributed over 239.3 
million tonnes in 2023–24 (NDDB, 2025), 
with a per capita milk availability of 471 
grams per day in 2024 against the global 

average of 329 grams (Food Outlook, 2024). 
In this context, accurate forecasting of milk 
production is vital for informed planning, 
policy formulation, and sectoral investment 
(Chand, 2017).

	 As the dairy sector is a major 
contributor to the country’s agricultural 
GDP, precise forecasting of milk output is 
essential to assess supply-demand dynamics 
and enable timely policy interventions 
(Mishra et al., 2019). Against this backdrop, 
the present study aims to identify the 
most appropriate forecasting method 
for projecting milk production in India 
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to support sustainable development and 
effective policy design.

Materials and Methods

Data Source

	 Secondary data on annual milk 
production (2001–02 to 2022–23) was 
obtained from official government records 
(Table 1). The data was organized and 
analyzed to identify trends and fluctuations 
over time. This dataset has been previously 
utilized in similar modeling efforts in Indian 
agriculture (Kumar et al., 2012).

Methodology

	 Time series analysis has been 
extensively applied in agricultural 
economics to identify and project temporal 
trends. Among these, the Autoregressive 
Integrated Moving Average (ARIMA) model 
has been widely used due to its ability to 
model autocorrelated data (Box and Jenkins, 
1976). Moving average and exponential 
smoothing techniques are effective for 
identifying underlying trends, while Vector 
Autoregression (VAR) models are suitable 
for examining interdependencies among 
multiple time series variables. Previous 
studies have employed ARIMA models to 
forecast milk production in India (Paul et 
al., 2014; Deshmukh and Paramasivam, 
2016; Mishra et al., 2019), Pakistan (Ahmed 
et al., 2011), Ethiopia (Taye et al., 2020) and 
Brazil (Saude et al., 2020). However, these 
studies primarily relied on linear modeling 
approaches, limiting their applicability to 
non-linear or complex time series data.

Four time series forecasting models were 
applied using python and spreadsheet-based 
statistical computations. The following 
models were evaluated:

ARIMA

	 ARIMA is commonly referred 
to as the Box–Jenkins (BJ) methodology 
(Deshmukh and Paramasivam, 2016). It 
was evaluated based on AIC and forecast 
accuracy (Gujarati and Porter, 2009). Time 
series when differentiated follows both 
AR and MA models and thus is known as 
autoregressive integrated moving average. 
In ARIMA (p, d, q) time series, p denotes 
the number of autoregressive terms (AR), 
d the number of times the series has to be 
differenced before it becomes stationary (I), 
and q the number of moving average terms 
(MA) (Chaudhari and Tingre, 2013).

	 The general form of ARIMA model 
of order (p, d, q) is,

Yt = Ø1Yt-1 + Ø2Yt-2 +…..+ ØpYt-p + µ - 
Ɵ1t-1 - Ɵ2t-2 -……. - Ɵqt-q + t

	 Where, Yt is milk production, t are 
independently and normally distributed with 
zero mean and constant variance for t = 1, 
2,….., n; Ø p and Ɵq and are also estimated.

Moving Average (MA)

	 A technique for long-term trend 
analysis. This model computes future 
values based on average past observations, 
effectively smoothing short-term volatility. 
This method still considered as the best 
method by many people due to its easiness, 
objectiveness, reliability, and usefulness 



(Hansun, 2013). The forecasting of milk 
production was calculated using following 
Moving average model, 

Yt= µ - Ɵ1t-1 - Ɵ2t-2 -……. - Ɵnt-n + t

Exponential Smoothing

	 A method that assigns exponentially 
decreasing weights to past observations, 
offering a quick and responsive forecast 
for near-term projections. This technique is 
appropriate for a series that moves randomly 
above and below a constant mean (stationary 
series) (Ostertagova and Ostertag, 2012).

Vector Auto Regression (VAR) 

	 A multivariate approach that models 
milk production simultaneously to account 
for potential interdependencies. This 
method is capable of producing forecasts of 
interrelated variables, examining the effects 
of interrelated time series variable’s shocks, 
and analyzing the dynamic impact of 
random disturbances (Shahin et al., 2014). 
The following model of the VAR method 
was used for determining the efficiency of 
predicting value,

Yt= A + B1Yt-1 + B2Yt-2 …….  BpYt-p + t

	 Where, Yt = (yt1, yt2, …, ytn )’ is an 
(nx1) vector of time series variables, A is an 
(nx1) vector of intercepts, Bi (i=1, 2, …, p) 
is (nxn) coefficient matrices, Σ is an (nx1) 
zero mean error term (white noise).

	 All models were assessed using 
diagnostic checks such as residual analysis, 
AIC scores, and adjusted R² values. The final 
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models were selected based on predictive 
robustness and ease of interpretability 
(Hyndman and Athanasopoulos, 2018).

Results and Discussion

	 The stationarity of the data assessed 
using the Autocorrelation function (ACF) 
and Partial autocorrelation function (PACF) 
plots. As shown in Fig. 1, the ACF and PACF 
values fall within the range of -0.5 to 0.5, 
staying within the confidence limits, which 
indicates that the data is stationary. Table 2 
summarizes the comparative performance 
of the tested models, including their AIC, 
BIC, RMSE, and MAPE values. Among the 
evaluated models, ARIMA (1,1,0) emerged 
as the most suitable, exhibiting the lowest 
AIC (1.66), BIC (5.84), and RMSE (0.86), 
along with the second-lowest MAPE (0.39). 
These values indicate that ARIMA (1,1,0) 
provides a robust fit and can be considered 
an appropriate model for forecasting in the 
current context.

	 These findings are consistent with 
the earlier studies by Sankar and Prabakaran 
(2012) and Chaudhari and Tingre (2013), 
both of which identified ARIMA (1,1,0) as 
the most appropriate model for time series 
forecasting in their respective analyses. 
However, the present results diverge from 
those reported by Pal et al. (2007) and 
Deshmukh and Paramasivam, (2016), who 
found ARIMA (1,1,1) to be the most suitable 
model. Such variations across studies 
may be attributed to differences in dataset 
characteristics, time series structures, or 
model selection criteria employed. 



	 The forecasting performance of 
three distinct time series models, Moving 
Average (MA), Exponential Smoothing 
(ES), and ARIMA, is illustrated in Figures 
2, 3, and 4, respectively. Each model offers 
unique insights into the dynamics of milk 
production in India, with varying levels of 
forecasting accuracy and applicability.

	 The Moving Average model 
effectively captured the smoothed long-term 
trend in milk production, reflecting a steady 
upward trajectory across the observed years. 
This method is beneficial for identifying 
overall growth patterns by minimizing 
short-term fluctuations. However, the 
model’s simplicity renders it less responsive 
to recent structural changes or shocks in the 
production system, limiting its sensitivity 
to real-time deviations or non-linear shifts. 
In contrast, the Exponential Smoothing 
model, although responsive to recent trends, 
demonstrated limited long-term predictive 
power. As shown in Figure 2, the forecast 
diverged from actual values in later years, 
particularly underestimating production 
growth. This suggests that ES may not be 
suitable for forecasting complex, non-linear 
agricultural outputs like milk production 
over extended horizons, where historical 
inertia and recent volatility interact. 

	 Vector Autoregression method was 
used with the help of MS Excel 2019. The 
VAR model, achieved an adjusted R² of 1.00 
with 0 Standard error, indicating an excellent 
in-sample fit. Similarly, Deshmukh and 
Paramasivam, (2016) reported an R² value of 
0.99, suggesting a well-fitted model suitable 
for further analysis of milk production data. 
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However, it may be prone to overfitting 
without external validation. 

	 Forecast results indicate that India’s 
milk production is projected to increase 
from 230.6 million tonnes in 2022–23 
to approximately 394 million tonnes by 
2032–33, representing a Compound Annual 
Growth Rate (CAGR) of 5.29%. 

	 While the projections are promising, 
several constraints threaten the sustainability 
of this growth. These include climatic 
variability, feed and fodder shortages, animal 
health challenges, and market volatility. 
Future forecasting efforts may benefit from 
the integration of exogenous variables such 
as rainfall patterns, feed availability, input 
costs, and global price trends. Moreover, 
combining machine learning algorithms 
with classical statistical approaches 
could further enhance model adaptability 
and predictive accuracy under dynamic 
conditions. Consistent with earlier findings 
by Padhan (2012), time series models like 
ARIMA and VAR continue to offer practical 
and interpretable tools for agricultural 
forecasting. However, model performance 
must be contextualized within evolving 
production environments, and supplemented 
with ground-level data and interdisciplinary 
approaches.

Conclusion

	 The study assessed various time 
series models, ARIMA, Moving Average 
(MA), Exponential Smoothing (ES), and 
Vector Autoregression (VAR), to forecast 
milk production in India. Among the ARIMA 
models tested, ARIMA (1,1,0) outperformed 
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others based on the lowest AIC, BIC, and 
RMSE values, indicating its suitability for 
short to medium-term forecasting. The 
MA model effectively highlighted long-
term trends but lacked sensitivity to recent 
fluctuations, while ES was more responsive 
but less accurate for long-term projections. 
The VAR model exhibited an excellent in-
sample fit (adjusted R² = 1.00). Forecasts 

Table.1. Annual milk production (in Tonnes)

Year All India
2001 84406
2005 97066
2010 116425
2015 146313
2020 209960
2022 230582

suggest that India’s milk production will 
rise from 230.6 million tonnes in 2022–
23 to approximately 394 million tonnes 
by 2032–33, with a CAGR of 5.29%. To 
enhance future predictions, integrating 
exogenous factors and hybridizing classical 
models with machine learning approaches 
is recommended, especially under dynamic 
and complex production environments. 

Table.2. Model comparison of ARIMA configurations based on AIC, BIC, 
RMSE, MAPE and adjusted R2

ARIMA 
(p,q,d)

AIC BIC RMSE MAPE

ARIMA 
(1,0,0)

23.67 25.76 1.68 0.00

ARIMA 
(0,1,0)

152.46 155.73 27.90 3.81

ARIMA 
(0,1,1)

34.38 37.52 1.97 0.28

ARIMA 
(1,1,0)

1.66 5.84 0.86 0.39

ARIMA 
(1,1,1)

18.66 22.64 67.58 8.89

ARIMA 
(1,0,1)

16.24 18.23 1.43 0.00

In ARIMA (p,q,d): p=autoregressive terms; d=differencing order q=moving average terms.
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Fig.1. ACF and PACF value

Fig.2. Milk production forecast by MA
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Fig.3. Milk production forecast by ES

Fig.4. Milk production forecast by ARIMA
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